STABILITY OF SOLUTIONS FOR STOCHASTIC PROGRAMS WITH COMPLETE RECOURSE

WERNER RÖMISCH AND RÜDIGER SCHULTZ

Quantitative continuity of optimal solution sets to convex stochastic programs with (linear) complete recourse and random right-hand sides is investigated when the underlying probability measure varies in a metric space. The central result asserts that, under a strong-convexity condition for the expected recourse in the unperturbed problem, optimal solutions behave Hölder-continuous with respect to a Wasserstein metric. For linear stochastic programs this carries over to the Hausdorff distance of optimal solution sets. A general sufficient condition for the crucial strong-convexity assumption is given and verified for recourse problems with separable and nonseparable objectives.

1. Introduction. This paper extends the stability analysis of [25] for solutions of certain two-stage stochastic programs. We deal with problems of the type

\[ P(\mu) = \min_{x \in C} \{ g(x) + Q_\mu(Ax) ; x \in C \}, \]

\[ Q_\mu(Ax) = \int_{\mathbb{R}^n} \hat{Q}(Ax, z) \mu(dz), \]

\[ \hat{Q}(Ax, z) = \min_y \{ y^T \gamma : Wy = z - Ax, y \geq 0 \}. \]

For the data in (1.1)–(1.3) we assume that \( g : \mathbb{R}^m \rightarrow \mathbb{R} \) is a convex function, \( \mu \) is a (Borel) probability measure on \( \mathbb{R}^n \), \( A \in L(\mathbb{R}^m, \mathbb{R}^n) \), \( z \in \mathbb{R}^n \), \( C \subseteq \mathbb{R}^n \) nonempty, closed, convex, \( q \in \mathbb{R}^n \), \( W \in L(\mathbb{R}^n, \mathbb{R}^n) \). Throughout, we have the following general assumptions:

(A1) For each \( t \in \mathbb{R}^n \), there exists \( y \in \mathbb{R}^n_+ \) (the nonnegative orthant of \( \mathbb{R}^n \)) such that \( Wy = t \).

(A2) There exists \( u \in \mathbb{R}^n \) such that \( W^Tu \leq q \).

(A3) \( \int_{\mathbb{R}^n} \| z \| \mu(dz) < +\infty \).

Assumptions (A1)–(A3) imply that the function \( Q_\mu \) given by (1.2) is defined on \( \mathbb{R}^n \), real-valued and convex (cf. [14], [31]). Two-stage problems of type (1.1) arise as deterministic equivalents of improperly posed convex programs

\[ \min \{ g(x) : x \in C, Ax = z \}, \]

where the right-hand side \( z \) is random. Given a realization of \( z \), a possible deviation \( z - Ax \) is compensated by additional costs \( \hat{Q}(Ax, z) \), whose expectation is added to the objective of (1.4). Accordingly, \( Q_\mu(\cdot) \) in (1.2) is called expected recourse, and, since due to (A1) for each deviation \( z - Ax \) there exists a compensation \( y \), the case is referred to as complete recourse. For further details on deterministic equivalents to optimization problems with random data, consult [14], [15] and [32].
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In the present paper, we derive quantitative continuity properties for the set-valued mapping $\psi$ assigning to a measure $\mu$ in the set $\mathcal{P}(\mathbb{R}^d)$ of all (Borel) probability measures on $\mathbb{R}^d$ the set $\psi(\mu)$ of global minimizers to $P(\mu)$ (cf. (1.1)). To this end, it is necessary to have a deeper insight into the structure of the expected-recourse functional in (1.2).

Our investigations are motivated by recent developments in stochastic programming, such as

- solution procedures for recourse problems that rely on approximating multivariate continuous distributions by simpler (e.g., discrete) ones [3], [11], [17], [32],
- convergence properties for optimal solutions when the true distribution in (1.1) is replaced by parametric or nonparametric estimators [8], [9], [10], [18], [28], [30].

A unified frame for the perturbations of the underlying measures in the above applications is given by the topology of weak convergence of probability measures on the space $\mathcal{P}(\mathbb{R}^d)$ [2] including suitable metrizations [7]. The analysis in [16], [24] is based on this topologization of $\mathcal{P}(\mathbb{R}^d)$ and leads to continuity of the optimal value and upper semicontinuity of the mapping $\psi$. For linear $g$ and polyhedral $C$ quantitatively stability of $P(\mu)$ was studied in [25], [27] where quite general results on the Hölder continuity of the optimal value and on the upper-semicontinuity of $\psi$ were proved. In [23], Hölder continuity of $\psi$ was obtained for problems where $Q_\mu$ is locally a $C^2$ function with certain separability structure (simple recourse) and where $g$ had to fulfill some additional property.

Here, we are aiming at more general problems. The quantitative stability analysis in §2 is based merely on (A1)–(A3). Under strong convexity of the functional $Q_\mu$ in (1.2) which results in a growth condition for the objective of the unperturbed problem $P(\mu)$, we show that optimal tenders (i.e., transformations of the optimal solution sets with respect to the matrix $A$ arising in (1.1)–(1.3)) behave Hölder-continuous with rate 1/2, when equipping $\mathcal{P}(\mathbb{R}^d)$ with a suitable Wasserstein metric [13], [22]. When specifying the function $g$ and the constraint set $C$ in $P(\mu)$ to a linear function and a nonempty polyhedron, respectively, this Hölder estimate for optimal tenders is extended to the mapping $\psi$. Examples show that this extension is impossible for general convex $C$ and that our rate of Hölder continuity is best possible.

Sufficient conditions for strong convexity of $Q_\mu$, the central assumption for the Hölder estimates in §2, are presented in §3. Provided that $Q_\mu$ has locally Lipschitzian gradient we derive a general sufficient condition and apply it to specific recourse models. The essential novelty in this respect is that we are able to treat also recourse models with nonseparable objective. Simple recourse models, the only ones for which, up to now, estimates on perturbed optimal solutions were available [25], are treated in the present paper with the objective to show how they fit into our general theory on strong convexity. At the end of the paper we discuss sufficient conditions on $\mu$ to guarantee for existence and local Lipschitz continuity of the gradient of $Q_\mu$.

2. Stability analysis. In this section we investigate stability of optimal solutions to the recourse problem (1.1) (under (A1)–(A3)) when the probability distribution $\mu$ is subjected to perturbations. To this end, we select a distance on a (properly chosen) subset of $\mathcal{P}(\mathbb{R}^d)$:

$$M_p(\mathbb{R}^d) = \left\{ \nu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} \| z \| ^p \nu(dz) < \infty \right\} \quad (p \geq 1),$$

$$W_p(\mu, \nu) = \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} \| z - \tilde{z} \| ^p \eta(dz \times d\tilde{z}) : \eta \in D(\mu, \nu) \right] ^{1/p},$$
where $D(\mu, \nu)$ is the set of those measures in $\mathcal{P}(\mathbb{R}^2 \times \mathbb{R}^2)$ whose marginal distributions are $\mu$ and $\nu$, $W_p(\mu, \nu)$ is the $L_p$-Wasserstein metric [7], [13]. It is known that $(M_f(\mathbb{R}^2), W_p)$ is a metric space [13] and that $W_p(\mu_n, \mu_n) \to 0$ ($n \to \infty$, $\mu, \mu_n \in M_f(\mathbb{R}^2)$) holds if the sequence $(\mu_n)$ converges weakly to $\mu$ (cf. [22]) and

$$
\lim_{n \to \infty} \int_{\mathbb{R}^2} \|z\|^p d\mu_n (dz) = \int_{\mathbb{R}^2} \|z\|^p d\mu (dz)
$$

(see [22]). Let us denote $G(x, \nu) := g(x) + Q_\nu (Ax)$ for all $x \in \mathbb{R}^m$, $\nu \in M_f(\mathbb{R}^2)$. Hence, problem (1.1) becomes

$$
P(\mu) = \min\{G(x, \mu) : x \in C\}.
$$

For each $\nu \in M_f(\mathbb{R}^2)$ we denote

$$
\phi(\nu) := \inf\{G(x, \nu) : x \in C\} \quad \text{and} \quad \psi(\nu) := \{x \in C : G(x, \nu) = \phi(\nu)\}.
$$

Our first stability result is a consequence of Berge's classical stability theory for parametric optimization problems.

**Proposition 2.1.** Suppose (A1)–(A3) and assume that $\psi(\mu)$ is nonempty, bounded. Then the set-valued mapping $\psi$ (from $(M_f(\mathbb{R}^2), W_1)$ into $\mathbb{R}^m$) is (Berge) upper-semicontinuous at $\mu$ and there exist constants $L_0 > 0$ and $\delta_0 > 0$ such that

$$
\psi(\nu) \neq \emptyset, \quad |\phi(\mu) - \phi(\nu)| \leq L_0 W_1(\mu, \nu),
$$

whenever $\nu \in M_f(\mathbb{R}^2)$, $W_1(\mu, \nu) < \delta_0$.

**Proof.** Let $V \subset \mathbb{R}^m$ be a bounded open subset of $\mathbb{R}^m$ such that $\psi(\mu) \subset V$. We introduce the notation

$$
\phi_V(\nu) := \inf\{G(x, \nu) : x \in C \cap \text{cl} \, V\},
$$

$$
\psi_V(\nu) := \{x \in C \cap \text{cl} \, V : G(x, \nu) = \phi_V(\nu)\},
$$

for each $\nu \in M_f(\mathbb{R}^2)$ (cl means “closure”). Since $G(\cdot, \nu) : \mathbb{R}^m \to \mathbb{R}$ is convex, $\psi_V(\nu)$ is nonempty for all $\nu \in M_f(\mathbb{R}^2)$.

Now let $\nu \in M_f(\mathbb{R}^2)$, $x_0 \in \psi_V(\mu) = \psi(\mu)$ and $x \in \psi_V(\nu)$. Then we have the inequalities

$$
\phi_V(\mu) \leq G(x, \mu) \leq \phi_V(\nu) + |G(x, \mu) - G(x, \nu)|,
$$

$$
\phi_V(\nu) \leq G(x_0, \nu) \leq \phi_V(\mu) + |G(x_0, \nu) - G(x_0, \mu)|.
$$

This implies for each $\nu \in M_f(\mathbb{R}^2)$ the estimate

$$
|\phi_V(\mu) - \phi_V(\nu)| \leq \sup_{x \in C \cap \text{cl} \, V} |Q_\mu (Ax) - Q_\nu (Ax)|.
$$
(A1), (A2) imply that the marginal function (of the second stage) \( h(\nu) = \inf q^T y: W y = \nu, y \geq 0 \) \((\nu \in \mathbb{R}^n)\) is real-valued, piecewise linear and convex (cf. [29]). Consequently, \( h \) is globally Lipschitzian with some constant \( L_h > 0 \). Fixing some \( \eta \in D(\mu, \nu) \) we continue:

\[
|\varphi(\mu) - \varphi(\nu)| \leq \sup_{x \in C \cap dV} \left| \int_{\mathbb{R}^n} h(z - Ax) \mu(dz) - \int_{\mathbb{R}^n} h(\bar{z} - Ax) \nu(d\bar{z}) \right|
\]

\[
\leq \sup_{x \in C \cap dV} \int_{\mathbb{R}^n \times \mathbb{R}^n} |h(z - Ax) - h(\bar{z} - Ax)| \eta(dz \times d\bar{z})
\]

\[
\leq L_h \int_{\mathbb{R}^n \times \mathbb{R}^n} \|z - \bar{z}\| \eta(dz \times d\bar{z}).
\]

Since \( \eta \in D(\mu, \nu) \) was chosen arbitrarily, this implies

\[
|\varphi(\mu) - \varphi(\nu)| \leq L_h W(\mu, \nu).
\]

Continuity of \( G(\cdot, \mu) \) and the property

\[
|G(x, \mu) - G(x, \nu)| \leq L_h W(\mu, \nu)
\]

for all \( x \in C \cap dV \) and all \( \nu \in M_f(\mathbb{R}^n) \) imply that \( \varphi(\nu) \) is (Berge) upper-semicontinuous at \( \mu \) (cf. Theorem 4.2.1 in [1]). Hence, there exists \( \delta_0 > 0 \) such that \( \varphi(\nu) \subset V \) whenever \( W(\mu, \nu) < \delta_0 \). Due to the convexity this implies \( \varphi(\nu) = \varphi(\nu) \cap V \) for each \( \nu \in M_f(\mathbb{R}^n) \), \( W(\mu, \nu) < \delta_0 \).

Of course, the above upper-semicontinuity of \( \psi \) also follows from more general qualitative stability results in [16], [24]. Here, we have recalled it to ask for quantitative properties along this line, which will lead us to the main stability results of the present paper. Our first theorem shows that the set-valued mapping \( A\psi(\cdot) \) (which assigns to each element of \( M_f(\mathbb{R}^n) \) the set of optimal tenders) behaves Hölder-continuous.

Before stating the theorem let us recall that a function \( Q: \mathbb{R}^n \rightarrow \mathbb{R} \) is called strongly convex on a convex set \( V \subset \mathbb{R}^n \) if there exists \( \kappa > 0 \) such that

\[
Q(\lambda z + (1 - \lambda) \bar{z}) \leq \lambda Q(z) + (1 - \lambda)Q(\bar{z}) - \kappa(1 - \lambda)\|z - \bar{z}\|^2,
\]

for all \( z, \bar{z} \in \mathbb{R}^n \), \( \lambda \in [0, 1] \) (\( \| \cdot \| \) denoting the Euclidean norm on \( \mathbb{R}^n \)).

**Theorem 2.2.** Suppose (A1)–(A3) and assume that \( \psi(\mu) \) is nonempty, bounded. Let \( Q_\mu \) be strongly convex on an open convex set \( U_\mu \) containing \( A\psi(\mu) \). Then the set \( A\psi(\mu) \) is a singleton (say \( A\psi(\mu) = \{A_x \} \) for some \( x_0 \in \psi(\mu) \)) and there exist constants \( L > 0 \) and \( \delta > 0 \) such that \( \psi(\nu) \neq \emptyset \) and

\[
\sup_{x \in \psi(\nu)} \|A_x - A_{x_0}\| \leq LW(\mu, \nu)^{1/2}
\]

whenever \( \nu \in M_f(\mathbb{R}^n) \), \( W(\mu, \nu) < \delta \).

**Proof.** Since \( A\psi(\mu) \) is compact, there exists \( \rho > 0 \) such that

\[
U := \{z \in \mathbb{R}^n: d(z, A\psi(\mu)) < \rho\} \subset U_\mu.
\]
We define
\[ V := \{ x \in \mathbb{R}^n : d(x, \psi(\mu)) \leq \varphi(\|A\|^{-1}) \} \],
where
\[ d(x, M) := \inf\{\|x - y\| : y \in M\} ; \]
then \( \mathcal{A}(V) \subseteq U \).

Proposition 2.1 implies that there exist positive constants \( L_0 \) and \( \delta_0 \) such that \( \emptyset \neq \psi(\nu) \subseteq V \) and \( |\varphi(\mu) - \varphi(\nu)| \leq L_0 \mathcal{W}(\mu, \nu) \) whenever \( \nu \in M(\mathbb{R}^n) \), \( \mathcal{W}(\mu, \nu) < \delta_0 \).

Let \( x_\ast \in \psi(\mu) \). Then we obtain for each \( x \in C \cap V \),
\[ G(x, \mu) \leq G\left( \frac{1}{2}(x + x_\ast), \mu \right) \]
\[ \leq \frac{1}{2} G(x) + \frac{1}{2} G(x_\ast) + Q_\mu \left( \frac{1}{2} Ax + \frac{1}{2} Ax_\ast \right) \]
\[ \leq \frac{1}{2} G(x, \mu) + \frac{1}{2} G(x_\ast, \mu) - \frac{\kappa}{4} \|Ax - Ax_\ast\|^2 , \]
and thus
\[ G(x, \mu) \geq G(x_\ast, \mu) + \frac{\kappa}{2} \|Ax - Ax_\ast\|^2 . \]

In the above estimate we used that \( V \) is convex and \( Q_\mu \) is strongly convex on \( \mathcal{A}(V) \).

A first consequence of the last estimate is that \( \mathcal{A}(\psi(\mu)) \) is a singleton. Now, put \( \delta := \delta_0 \) and let \( \nu \in M(\mathbb{R}^n) \) such that \( \mathcal{W}(\mu, \nu) < \delta \). Then we have for each \( x \in \psi(\nu) \),
\[ \|Ax - Ax_\ast\|^2 \leq \frac{2}{\kappa} (G(x, \mu) - G(x_\ast, \mu)) \]
\[ \leq \frac{2}{\kappa} (|\varphi(\nu) - \varphi(\mu)| + |G(x, \mu) - G(x, \nu)|) \]
\[ \leq \frac{2}{\kappa} (L_0 \mathcal{W}(\mu, \nu) + |Q_\mu(Ax) - Q_\nu(Ax)|) . \]

The second term on the right-hand side can be estimated by repeating the argument in the proof of Proposition 2.1. This completes the proof. \( \square \)

The following example shows that the exponent \( \frac{1}{2} \) on the right-hand side in the assertion of Theorem 2.2 is optimal.

**Example 2.3.** Let
\[ \bar{Q}(Ax, z) = \min \{ y^+ + y^- : y^+ - y^- = Ax, y^+ \geq 0, y^- \geq 0 \} \]
and put \( A = 1 \) (hence \( z \in \mathbb{R} \)). Consider (1.1) with \( g \equiv 0 \), \( A = \mathbb{R} \) and \( \mu \) as the uniform distribution on \( [-\frac{1}{2}, \frac{1}{2}] \). For \( n \in \mathbb{N} \) let \( \mu_n \in M(\mathbb{R}) \) be given by its distribution function \( F_{\mu_n}((\epsilon_n, \epsilon_n]) \) is a sequence in \( (0, \frac{1}{2}) \) tending to 0:
\[ F_{\mu_n}(t) := \begin{cases} 0, & t < -\frac{1}{2}, \\ \frac{1}{2}, & t \in \left[ -\frac{1}{2}, -\epsilon_n \right) \cup \left( \epsilon_n, \frac{1}{2} \right), \\ \frac{1}{2}, & t \in \left[ -\epsilon_n, \epsilon_n \right), \\ 1, & t \geq \frac{1}{2}. \end{cases} \]
Then it holds that \( \psi(\mu_n) = \{0\} \), \( \psi(\mu) = [-\epsilon_n, \epsilon_n] \) (\( n \in \mathbb{N} \)) and, hence, \( \sup_{x \in \psi(\mu_n)} |x - 0| = \epsilon_n \).

On the other hand, we have (cf. e.g., [22, p. 653])
\[
W_{\Sigma}(\mu, \mu_n) = \int_{-\epsilon_n}^{\epsilon_n} \left| F_{\mu}(t) - F_{\mu_n}(t) \right| dt = \int_{-\epsilon_n}^{\epsilon_n} |t| dt = \epsilon_n^2. \quad \square
\]

For the special case that \( g \) is linear and \( C \) is polyhedral, we even have Hölder stability of optimal sets. This is stated in our next result which extends Theorem 4.4 in [25].

**Theorem 2.4.** Let, in addition to the assumptions of Theorem 2.2, \( G \) have the shape
\[
G(x, \nu) := c^T x + Q_\Sigma(Ax) \quad (c \in \mathbb{R}^m)
\]
and \( C \) be polyhedral. Then there exist constants \( L^* > 0 \) and \( \delta^* > 0 \) such that
\[
d_H(\psi(\mu), \psi(\nu)) \leq L^* W_{\Sigma}(\mu, \nu)^{1/2}
\]
whenever \( \nu \in M_1(\mathbb{R}^r), W(\mu, \nu) < \delta^* \). (Here \( d_H \) is the Hausdorff distance on subsets of \( \mathbb{R}^m \).)

**Proof.** We consider \( \overline{A} \in L(\mathbb{R}^m, \mathbb{R}^{m+1}) \), \( \overline{A}^T = (A^T, c) \), and define \( \mathcal{L} := \text{im} \overline{A} \).

Let \( P \) denote the orthogonal projection from \( \mathbb{R}^m \) onto \( \mathcal{L} \). Then there holds for each \( x \in \mathbb{R}^m, \nu \in M_1(\mathbb{R}^r), G(x, \nu) = G(Px, \nu) \). This implies
\[
P(\psi(\nu)) = \arg\min\{c^T y + Q_\Sigma(Ay) : y \in P(C)\} = \psi(\nu),
\]
and, hence,
\[
\Psi(\nu) = \bigcup_{y \in \psi(\nu)} C(y),
\]
where
\[
C(y) := \{x \in C : x - y \in \mathcal{L}^\perp\} = \{x \in C : x - y \in \text{ker} \overline{A}\}
\]
\[
= \{x \in C : \overline{A} x = \overline{A} y\}.
\]

Therefore
\[
d_H(\psi(\mu), \psi(\nu)) \leq \sup_{y \in \psi(\mu)} d_H(C(y), C(\overline{y})).
\]

By Hoffman’s Theorem [23, p. 760], there exists \( \hat{L} > 0 \) such that
\[
d_H(C(y), C(\overline{y})) \leq \hat{L} \| \overline{A} y - \overline{A} \overline{y} \|
\]
for all \( y, \overline{y} \in \mathbb{R}^m \) with \( C(y) \neq \emptyset \) and \( C(\overline{y}) \neq \emptyset \).
Let $L > 0$ and $\delta > 0$ be chosen such that
\[
\sup_{x \in \phi(\mu), \ \tilde{x} \in \phi(\nu)} \|Ax - A\tilde{x}\| \leq LW(\mu, \nu)^{1/2}
\]
whenever $W(\mu, \nu) < \delta$ (according to Theorem 2.2). Let $\nu \in M_f(\mathbb{R}^n)$ with $W(\mu, \nu) < \delta$, $x \in \phi(\mu)$ and $\tilde{x} \in \phi(\nu)$. Then we have
\[
|c^T x - c^T \tilde{x}| = |\phi(\mu) - Q_\mu(Ax) - \phi(\nu) + Q_\nu(A\tilde{x})|
\leq |\phi(\mu) - \phi(\nu)| + |Q_\mu(A\tilde{x}) - Q_\mu(Ax)| + |Q_\nu(A\tilde{x}) - Q_\mu(Ax)|
\leq L_\mu W(\mu, \nu) + L_\nu W(\mu, \nu) + L_\mu \|A\tilde{x} - Ax\|.
\]
Here, the first estimate in the last row follows from Proposition 2.1 and the second estimate is obtained as in the proof of Proposition 2.1. The constant $L_\nu > 0$ is a Lipschitz modulus for $Q_\mu(\cdot)$ with respect to a suitable compact set $\tilde{K} \subset \mathbb{R}^n$ which contains all the points $A\tilde{x}$ for $\tilde{x} \in \phi(\nu)$, $\nu \in M_f(\mathbb{R}^n)$, $W(\mu, \nu) < \delta$. By strong convexity of $Q_\mu(\cdot)$ and Theorem 2.2, such a set $\tilde{K}$ indeed exists.

Put $\delta^* = \delta$ and let $\nu \in M_f(\mathbb{R}^n)$ such that $W(\mu, \nu) < \delta^*$. The above estimates now yield
\[
d_H(\psi(\mu), \psi(\nu)) \leq \hat{L}\sup_{y \in \phi(\mu), \ \tilde{y} \in \phi(\nu)} \|A\tilde{y} - \tilde{y}\| = \hat{L}\sup_{x \in \phi(\mu), \ \tilde{x} \in \phi(\nu)} \|Ax - A\tilde{x}\|
\leq \hat{L}\sup_{x \in \phi(\mu), \ \tilde{x} \in \phi(\nu)} \{|Ax - A\tilde{x}| + |c^T x - c^T \tilde{x}|\}
\leq 2\hat{L}L_\mu W(\mu, \nu) + \hat{L}(1 + L_\mu)\sup_{x \in \phi(\mu), \ \tilde{x} \in \phi(\nu)} \|Ax - A\tilde{x}\|
\leq L^* W(\mu, \nu)^{1/2}
\]
where $L^* = 2\hat{L}L_\mu \delta^{1/2} + \hat{L}(1 + L_\mu)$. \qed

The next example demonstrates that the assertion of Theorem 2.4 becomes wrong when the constraint set $C$ is no longer polyhedral.

Example 2.5. Modify Example 2.3 by putting $A = L(\mathbb{R}^2, \mathbb{R}^1)$, $A = (1, 0)$ (hence $x \in \mathbb{R}^2$) and $C := \{x \in \mathbb{R}^2 : -x_1^2 + x_2^2 < 0\}$ and leaving the remainder unchanged. Then $\phi(\mu) = \{0\}$, and the points $(\epsilon_n, \epsilon_n^{1/2})$ belong to $\phi(\mu_n)$ for each $n \in \mathbb{N}$. Therefore, $d_H(\psi(\mu_n), \psi(\mu_n)) = \epsilon_n$; on the other hand, $W(\mu, \mu_n) = \epsilon_n^{1/2}$.

Remark 2.6. In [25] quantitative stability of recourse models was investigated with respect to the bounded Lipschitz metric $\beta$ (see [7] for the definition of $\beta$), which metrizes the topology of weak convergence. Between $\beta$ and the Wasserstein metric $W_1$, we have the following interrelation: There exists a constant $C > 0$ such that
\[
\beta(\mu, \nu) \leq W(\mu, \nu) \leq C(1 + m_\mu(\mu) + m_\nu(\nu))\beta(\mu, \nu)^{\gamma^{-1/\gamma}}
\]
for all $\mu, \nu \in M_f(\mathbb{R}^n)$ and each $\gamma > 1$ ($m_\mu(\mu)$ denotes $\int \mu(z)\mu(dz)$). Here, the first inequality is a consequence of the Kantorovich-Rubinstein Theorem and the
second one can be proved using Theorem 2.1 in [27]. The $L_2$-Wasserstein metric is of special interest since for $W_2(\mu, \nu)$ there exist explicit formulae when $\mu$ and $\nu$ belong to certain classes of probability measures (cf. e.g., [12], [13], [22]). In [12], an explicit formula for $W_2(\mu, \nu)$ containing only expectations and covariance matrices of $\mu$ and $\nu$ has been established for a family of elliptically contoured distributions. Especially, the formula holds when $\mu$ and $\nu$ are Gaussian measures on $\mathbb{R}^d$. In view of $W_2(\mu, \nu) \leq W_2(\mu, \nu)$, therefore, from Theorems 2.2 and 2.4 stability properties for optimal solutions to recourse problems with finite-dimensional distribution parameters result when $\mu$ and $\nu$ belong to the above-mentioned classes of measures.

When applying Theorems 2.2 and 2.4 to specific instances of (1.1), it is decisive to resort to general and verifiable sufficient conditions for the strong convexity of the expected recourse function $Q_\mu$. For the case that $Q_\mu$ has locally Lipschitzian gradient, such conditions are developed in the following section (Theorems 3.1 and 3.4). Roughly speaking they consist of an interplay between algebraical and analytical properties of $W, q$ (cf. (1.3)) and the probability distribution $\mu$, respectively.

3. Strong convexity and $C^{1,1}$ properties. When studying strong convexity of $Q_\mu$, we may neglect the functional dependence of $Q_\mu$ on the measure $\mu$, and only properties of $Q_\mu$ as a function of $Ax$ (cf. (1.2)) are interesting. Hence, we simplify our notation by writing $Q(x)$ instead of $Q_\mu(Ax)$, with the consequence that now $x$ is a variable in $\mathbb{R}^d$ (instead of $\mathbb{R}^n$). Thus, we are here interested in the strong convexity of the functional $Q$ which is given by

$$
Q(x) = \int_{\mathbb{R}^d} \hat{Q}(x, z) \mu(dz) \quad \text{and}
$$

$$
\hat{Q}(x, z) = \min\{q^Ty : W y = z - x, y \geq 0\}.
$$

In addition to our general assumptions (A1)–(A3) let us impose:
(A4) The probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$.

Then, $Q$ is continuously differentiable on $\mathbb{R}^d$, and the gradient $\nabla Q(x)$ has the form (cf. [14], [31]):

$$
(3.1) \quad \nabla Q(x) = \sum_{i=1}^l d_i f_i(x), \quad x \in \mathbb{R}^d,
$$

where for $i = 1, \ldots, l$,

$$
d_i = - (B_i^{-1})^T q_{B_i},
$$

$$
f_i(x) = \mu(\{z \in \mathbb{R}^d : B_i^{-1}z > B_i^{-1}x\}),
$$

$B_i \in L(\mathbb{R}^d, \mathbb{R}^p)$ are nonsingular matrices consisting of columns of $W$ which occur as components of optimal basis solutions in the course of the computation of $\hat{Q}(x, z)$. An essential point for further considerations is the property

$$
\bigcup_{i=1}^l \{t \in \mathbb{R}^d : B_i^{-1}t > 0\} = \mathbb{R}^d,
$$
and $q_k \in \mathbb{R}^i$ are the vectors formed by those components of $q$ that correspond to the columns of $W$ which form $B_i$.

Without loss of generality we assume that the basis matrices $B_i$ ($i = 1, \ldots, l$) are selected in such a way that the above covering of $R^i$ is minimal, i.e., the sets $\{ i \in \mathbb{R}: B_i^{-1}t > 0, B_i^{-1}t > 0 \}$ for all pairs $(i, j)$ with $i, j \in \{1, \ldots, l\}$, $i \neq j$ subsets of hyperplanes in $R^i$. By (A4) we then have

$$\mu\left(\{ z \in \mathbb{R}^i: B_i^{-1}z \geq B_i^{-1}x \} \cap \{ z \in \mathbb{R}^i: B_j^{-1}z \geq B_j^{-1}x \} \right) = 0$$

for all $i \neq j$ and all $x \in \mathbb{R}^i$. Hence

$$\sum_{i=1}^{l} f_i(x) = 1 \text{ for all } x \in \mathbb{R}^i.$$  \hspace{1cm} (3.2)

Obviously, $f_i(x)$ ($i = 1, \ldots, l, x \in \mathbb{R}^i$) may be written as

$$f_i(x) = \mu(x + X_i^c),$$

where $X_i^c \subset \mathbb{R}^i$ ($i = 1, \ldots, l$) is a simplicial cone (i.e., the conical hull of $s$ linearly independent vectors in $\mathbb{R}^i$) and $x + X_i^c$ is understood as the Minkowski sum.

We assume

(A5) For any simplicial cone $X \subset \mathbb{R}^i$, the function $x \mapsto \mu(x + X)$ is locally Lipschitzian on $\mathbb{R}^i$.

Then, (A1)–(A5) imply that $VQ$ is locally Lipschitzian on $\mathbb{R}^i$ in other words, $Q$ is a $C^{1,1}$ functional. We will discuss (A5) at the end of the present section.

To formulate our general sufficient condition for strong convexity of $Q$ we need a specific notion of directional differentiability for locally Lipschitzian mappings which goes back to Kummer [19]. Given $f: \mathbb{R}^i \to \mathbb{R}^i$ locally Lipschitzian on $\mathbb{R}^i$ and $x, y \in \mathbb{R}^i$, the generalized directional derivative $\Delta f(x; u)$ is defined as the set consisting of all points $z \in \mathbb{R}^i$ which are a limit of points

$$z^k = (\lambda_k)^{-1}(f(x^k + \lambda_k u) - f(x^k)),$$

where $x^k \to x$ and $\lambda_k \downarrow 0 \ (k \to \infty)$. (Definition 1.4 in [19].)

To the generalized Jacobian $\partial f(x)$ in the sense of Clarke [6] we have the relation (P4) in [19]:

$$\Delta f(x; u) \subset \{ z \in \mathbb{R}^i: z = Mu, M \in \partial f(x) \}.$$  \hspace{1cm} (3.3)

This inclusion can be strict (Example 2.2 in [19]).

**Theorem 3.1.** Suppose (A1)–(A5), let $V \subset \mathbb{R}^i$ convex, compact and

$$\emptyset = \ker D \cap (\text{lin}(1))^\perp \cap \bigcap_{i=1}^{l} \Delta f_i(x; u)$$

for all $x \in V$, $u \in \mathbb{R}^i$, $\|u\| = 1$. Then $Q$ is strongly convex on $V$.

Here, $\ker D$ denotes the kernel of the linear mapping given by the matrix $D \in L(\mathbb{R}^i, \mathbb{R}^i)$ whose columns are the vectors $d_1, \ldots, d_l$ (cf. (3.1)), $(\text{lin}(1))^\perp$ is the orthogonal complement of the linear subspace spanned by the vector $1 \in \mathbb{R}^i$ whose components are identically 1 and $\bigcap_{i=1}^{l} \Delta f_i(x; u)$ is the cartesian product.
PROOF. Consider \( \Delta(\nabla Q)(x; u) \subset \mathbb{R}^2 \), the generalized directional derivative in the sense of Kummer for the mapping \( \nabla Q \), and assume that we have already established

\[
\inf \{ \langle w, u \rangle : w \in \Delta(\nabla Q)(x; u) \} > 0
\]

for all \( x \in V, u \in \mathbb{R}^2, \|u\| = 1, \langle w, u \rangle := w^Tu \). Then it is possible to conclude strong convexity of \( Q \) on the set \( V \) by showing that there exists \( \kappa > 0 \) such that

\[
Q(x) - Q(\bar{x}) - \langle \nabla Q(\bar{x}), x - \bar{x} \rangle > \kappa \|x - \bar{x}\|^2
\]

for all \( x, \bar{x} \in V \).

Indeed, since the mapping \( \Delta(\nabla Q)(' , ' ) \) is locally bounded and closed ([22] in [19]), relation (3.3) implies that for any \( x^0 \in V \) there exist \( \varrho > 0 \) and \( c > 0 \) such that

\[
\inf \{ \langle w, u \rangle : w \in \Delta(\nabla Q)(\bar{x}; u) \} > c
\]

for all \( \bar{x} \in V, \|\bar{x} - x^0\| < \varrho, u \in \mathbb{R}^2, \|u\| = 1 \). Since \( V \) is compact, this yields that there is some \( c_0 > 0 \) such that

\[
\inf \{ \langle w, u \rangle : w \in \Delta(\nabla Q)(x; u) \} > c_0
\]

for all \( x \in V, u \in \mathbb{R}^2, \|u\| = 1 \). Using the Taylor formula in [19, Theorem 3.2], we obtain that for any \( x, \bar{x} \in V \) there exist

\[
\gamma \in (0, 1) \quad \text{and} \quad \hat{w} \in \Delta(\nabla Q)(x + \gamma(\bar{x} - x); \bar{x} - x)
\]

such that

\[
Q(\bar{x}) - Q(x) - \langle \nabla Q(x), \bar{x} - x \rangle = \frac{1}{2} \langle \hat{w}, \bar{x} - x \rangle
\]

and, hence,

\[
Q(\bar{x}) - Q(x) - \langle \nabla Q(x), \bar{x} - x \rangle \\
> \frac{1}{2} \|\bar{x} - x\|^2 \inf \left\{ \langle w, \bar{x} - x \rangle : w \in \Delta(\nabla Q)\left( x + \gamma(\bar{x} - x); \|\bar{x} - x\| \right) \right\} \\
> \frac{1}{2} c_0 \|\bar{x} - x\|^2
\]

which yields the desired strong convexity.

It remains to verify (3.3). Let \( x \in \mathbb{R}^2, u \in \mathbb{R}^2, w \in \Delta(\nabla Q)(x; u) \). Then

\[
\langle w, u \rangle = \lim_{k \to \infty} \lambda_k^{-2} \langle \nabla Q(x^k + \lambda_k u) - \nabla Q(x^k), \lambda_k u \rangle
\]

for some sequences \( x^k \to x \) and \( \lambda_k \downarrow 0 \). By monotonicity of \( \nabla Q \) the above limit is nonnegative and, therefore, the same is true for the infimum in (3.3). Assume that, for some \( x \in V, u \in \mathbb{R}^2, \|u\| = 1 \), the infimum in (3.3) were zero. Denote by \( E_{\nabla Q} \subset \mathbb{R}^2 \) the set of those points where \( \nabla Q \) is (Fréchet-) differentiable and consider

\[
\partial_s(\nabla Q)(x) = \{ M \in L(\mathbb{R}^2, \mathbb{R}^2) : \exists x^k \to x, x^k \in E_{\nabla Q}, \nabla^2 Q(x^k) \to M \}.
\]
By (P4) and (P5) in [19] we have

\[ (3.4) \quad \partial_\ast \left( \nabla Q \right)(x) u \subseteq \Delta \left( \nabla Q \right)(x; u) \subseteq \partial^2 Q(x) u \]

where \( \partial^2 Q(x) \) is the convex hull of \( \partial_\ast \left( \nabla Q \right)(x) \). Next, one confirms that

\[ (3.5) \quad \inf \{ \langle Mu, u \rangle : M \in \partial_\ast \left( \nabla Q \right)(x) \} = 0. \]

Indeed, the first inclusion in (3.4) and our assumption that the infimum in (3.3) were zero imply that the infimum in (3.5) is nonnegative. If the latter infimum were positive, then, by \( \partial^2 Q(x) = \text{conv} \partial_\ast \left( \nabla Q \right)(x) \), the same is true for

\[ \inf \{ \langle Mu, u \rangle : M \in \partial^2 Q(x) \}. \]

Together with the second inclusion in (3.4) this would imply that the infimum in (3.3) is positive, contradicting our assumption that this infimum were zero. Hence, (3.5) is verified and, by compactness of \( \partial_\ast \left( \nabla Q \right)(x) \) (recall that \( \nabla Q \) is locally Lipschitzian) there exists \( M \in \partial_\ast \left( \nabla Q \right)(x) \) such that \( \langle Mu, u \rangle = 0 \). By a standard argument (representing \( u \) by an orthonormalized basis of eigenvectors of \( M \) in \( \mathbb{R}^n \)), this yields \( Mu = 0 \).

Now, there exist \( x^k \in E_{\nabla Q}, x^k \rightarrow x \) with \( \nabla^2 Q(x^k) u \rightarrow Mu = 0 \). For any \( k \in \mathbb{N} \setminus \{ 0 \} \), we have some \( \lambda_k \in (0, k^{-1}] \) such that

\[ \| \lambda_k^{-1} (\nabla Q(x^k + \lambda_k u) - \nabla Q(x^k)) - \nabla^2 Q(x^k) u \| \leq k^{-1}. \]

In view of \( \nabla^2 Q(x^k) u \rightarrow 0 \), it follows that

\[ \lambda_k^{-1} (\nabla Q(x^k + \lambda_k u) - \nabla Q(x^k)) \rightarrow 0 \quad \text{as } k \to \infty. \]

Formula (3.1) yields

\[ (3.6) \quad \sum_{i=1}^{l} d_i \lambda_k^{-1} (f_i(x^k + \lambda_k u) - f_i(x^k)) \rightarrow 0. \]

For \( k \) sufficiently large, now \( x^k + \lambda_k u \) and \( x^k \) belong to the neighbourhood of \( x \) where all the \( f_i \) (\( i = 1, \ldots, l \)) are Lipschitz (w.l.o.g. with joint module \( L > 0 \)). Hence

\[ |\lambda_k^{-1} (f_i(x^k + \lambda_k u) - f_i(x^k))| \leq L \quad \text{for } i = 1, \ldots, l. \]

Successively, we pick subsequences of \( (x^k) \) and \( (\lambda_k) \), again denoted by \( (x^k), (\lambda_k) \), such that

\[ \lambda_k^{-1} (f_i(x^k + \lambda_k u) - f_i(x^k)) \rightarrow f_i^* \quad (i = 1, \ldots, l; k \to \infty) \]

for certain \( f_1^*, \ldots, f_l^* \in \mathbb{R} \).

In view of the properties of \( (x^k), (\lambda_k) \), we have \( f_i^* \in \Delta f_i(x; u) \) for \( i = 1, \ldots, l \). According to (3.6), it holds that \( \sum_{i=1}^{l} d_i f_i^* = 0 \), hence \( f^* = (f_1^*, \ldots, f_l^*)^T \in \ker D \).

Furthermore, (3.2) yields

\[ \sum_{i=1}^{l} f_i(x^k + \lambda_k u) - \sum_{i=1}^{l} f_i(x^k) = 1 - 1 = 0 \quad \text{for all } k, \]
and, therefore, $\sum_{i=1}^{l} f_{i}^{*} = 0$, implying $f^{*} \in (\text{lin}(1))^{\perp}$. Hence,

$$f^{*} \in \ker D \cap \left( (\text{lin}(1))^{\perp} \cap \prod_{i=1}^{l} \Delta f_{i}(x; u) \right)$$

in contradiction to the assumption in our theorem. Hence, the infimum in (3.3) is not zero, and (3.3) is verified. $\Box$

Before applying Theorem 3.1 let us consider some "exceptional" situation where the functional $Q$ is linear (hence, necessarily not strongly convex). Assume (A1)–(A4) and split the second-stage cost vector $q$ (see the definition of $Q$ above) into a direct sum

\begin{equation}
q = q^{1} + q^{2}
\end{equation}

where $q^{1} \in \ker W$ and $q^{2} \in (\ker W)^{\perp} = \text{im} W^{T}$. Then, there exists $u \in \mathbb{R}^{l}$ such that $W^{T}u = q^{2}$, implying $B_{i}^{T}u = q_{B_{i}}^{2}$ for $i = 1, \ldots, l$, and, therefore, $u = (B_{i}^{-1})^{T}q_{B_{i}}^{2}$ for $i = 1, \ldots, l$.

According to formula (3.1), we have

$$\nabla Q(x) = \sum_{i=1}^{l} - (B_{i}^{-1})^{T}q_{B_{i}}^{2}f_{i}(x) + \sum_{i=1}^{l} - (B_{i}^{-1})^{T}q_{B_{i}}^{0}f_{i}(x)$$

$$= - \sum_{i=1}^{l} (B_{i}^{-1})^{T}q_{B_{i}}^{2}f_{i}(x) - u \sum_{i=1}^{l} f_{i}(x)$$

$$= - \sum_{i=1}^{l} (B_{i}^{-1})^{T}q_{B_{i}}^{2}f_{i}(x) - u \text{ (in view of (3.2))}.$$ 

If $q \in \text{im} W^{T}$, then $q^{1} = 0$ and $\nabla Q(x) = -u$ for all $x \in \mathbb{R}^{l}$, hence $Q$ is a linear function independently on the choice of $u$. To exclude this case from further considerations we always will assume that $q \notin \text{im} W^{T}$. Then in (3.7) we have $q^{1} \neq 0$ and, by the above representation of $\nabla Q$, we may neglect the portion $q^{2}$ in our considerations on strong convexity of $Q$.

**Lemma 3.2.** Let $\mu \in \mathcal{P}(\mathbb{R}^{n})$ fulfill (A3)–(A5) and consider some function $f: \mathbb{R}^{n} \to \mathbb{R}$ given by $f(x) = \mu(x + \mathcal{N})$, where $\mathcal{N} \subset \mathbb{R}^{n}$ is a simplicial cone. Suppose that for some density $\Theta$ of $\mu$ and for some $x^{0} \in \mathbb{R}^{n}$ there exist $R > 0$ and $r > 0$ such that

$$\Theta(x) \geq r \text{ for all } x \in \mathbb{R}^{n}, \|x - x^{0}\| < R.$$

Then there exists a constant $c > 0$ such that for all $u \in \mathcal{N}$

$$\sup \{ w : w \in \Delta f(x^{0}; u) \} \leq -c\|u\|.$$

**Proof.** Let $B \in L(\mathbb{R}^{n}, \mathbb{R}^{n})$ nonsingular, such that $\mathcal{N} = \{ t \in \mathbb{R}^{n} : Bt \geq 0 \}$. Consider $u \in \mathcal{N} \setminus \{0\}$ (for $u = 0$ the assertion trivially holds). Then we have

\begin{equation}
Bu \geq 0 \text{ and } Bu \neq 0.
\end{equation}
Without loss of generality, let

\[(3.9) \quad [Bu]_i = \|Bu\| \coloneqq \max_{i=1, \ldots, n} |[Bu]_i|\]

where \([Bu]_i\) denotes the \(i\)th component of \(Bu\). Let \(w \in \Delta f(x^0; u)\). Then there exist sequences \((x^k), (\lambda_k)\) with \(x^k \to x^0\) and \(\lambda_k \to 0\) and

\[w = \lim_{k \to \infty} \lambda_k^{-1}\left(f(x^k + \lambda_k u) - f(x^k)\right).\]

Take some \(\varphi > 0\) such that

\[(3.10) \quad B^{-1}\left\{y \in \mathbb{R}^s : \|Bx^0 - y\| \leq \varphi\right\} \subset \{x \in \mathbb{R}^s : \|x - x^0\| \leq R\}\]

and then fix some \(k_0 \in \mathbb{N}\) sufficiently large such that

\[(3.11) \quad \|Bx^0 - Bx^k\| \leq \frac{1}{2}\varphi \quad \text{and} \quad \lambda_k \|Bu\| \leq \frac{1}{2}\varphi \quad \text{for} \quad k \geq k_0.\]

With the transformation \(\tau = Bt\) we have for all \(x \in \mathbb{R}^s\)

\[f(x) = \int_{\{t \in \mathbb{R}^t : Bt > Bx\}} \Theta(t) \, dt = \int_{\{\tau \in \mathbb{R}^s : \tau > Bx\}} \Theta(B^{-1}\tau) |\det B^{-1}| \, d\tau.\]

Hence

\[f(x^k + \lambda_k u) - f(x^k) = \int_{\{\tau \in \mathbb{R}^t : \tau > Bx^k + \lambda_k Bu\}} \Theta(B^{-1}\tau) |\det B^{-1}| \, d\tau \]

\[= \int_{\{\tau \in \mathbb{R}^t : \tau > Bx^k\}} \Theta(B^{-1}\tau) |\det B^{-1}| \, d\tau \]

\[\leq \int_{\{Bx^k + \lambda_k Bu\}}^\infty \int_{\{Bx^k\}}^\infty \Theta(B^{-1}\tau) |\det B^{-1}| \, d\tau \]

\[\leq \int_{\{Bx^k + \lambda_k Bu\}}^\infty \int_{\{Bx^k\}}^\infty \Theta(B^{-1}\tau) |\det B^{-1}| \, d\tau \]

\[(\text{this estimate holds in view of (3.8) and (3.9))}\]

\[\leq -\lambda_k \|Bu\| \left(\frac{1}{2}\varphi\right)^{-1} r |\det B^{-1}|\]

\[(\text{this estimate holds in view of (3.10) and (3.11))}.\]

Due to the equivalence of norms in \(\mathbb{R}^t\), there exists \(c_1 > 0\) such that

\[c_1 \|u\| \leq \|Bu\| \quad \text{for all} \quad u \in \mathbb{R}^t,\]
and we finally obtain
\[ \lambda_k^{-1}(f(x^k + \lambda_k u) - f(x^k)) \leq -\|u\| c(\frac{3}{2}q)^{1-k} \det B^{-1}. \]

i.e., \( w \leq -c\|u\| \) with \( c = c(\frac{3}{2}q)^{1-k} \det B^{-1}. \)

**Lemma 3.3.** Let \( W \in L(R^{s+1}, R^s) \) fulfill (A1) and \( q \in \ker W \setminus \{0\}. \) Then \( \ker D \) is
spanned by the vector whose components are the squares of the components of \( q. \) \( \Box \)

The proof of the above lemma can be bound in [26] (Lemma 3.4). It consists of a rather
long algebraic argumentation using specific properties of \( W \) as a complete-recourse matrix with dimension \( s \times (s + 1) \) (cf. Lemma 13 and Theorem 14 in [14, p. 52]).

Although the general sufficient condition in Theorem 3.1 can, formally, be checked
for any given recourse model, one, nevertheless, is interested in direct relations
between problem data and the desired strong convexity. Such relations are estab-
lished in the next theorem, which also covers simple recourse, where, due to the
inherent separability, of course, a direct approach is possible too.

**Theorem 3.4.** Let either \( W \in L(R^{s+1}, R^s), q \notin \text{im} W^T \) and (A1)-(AS) or \( W \in L(R^{s+2}, R^s), W = (H, -H) \) with some nonsingular matrix \( H \in L(R^s, R^s), q = (q^+, q^-)^T \)
with \( q^+ \) and \( q^- \in R^s, q^+ + q^- > 0 \) (componentwise) and (A3)-(AS). Let further \( V \subset R^s \)
convex, compact and suppose there exist an open set \( U \supset V \) and a constant \( r > 0 \) such
that for some density \( \Theta \) of \( u \)
\[ \Theta(t) > r \quad \text{for all } t \in U. \]

Then \( Q \) is strongly convex on \( V. \)

**Proof.** Let us denote
\[ S(x,u) = \ker D \cap (\text{lin}(1))^\perp \cap \prod_{i=1}^l \Delta f_i(x; u). \]

First, we show that
\[ (3.12) \quad 0 \notin S(x,u) \quad \text{for all } x \in V, u \in R^s, \|u\| = 1. \]

Indeed, if \( 0 \notin S(x, u) \) for some \( x \in V, u \in R^s, \|u\| = 1, \) then there exists \( i \in \{1, \ldots, l\} \) such that \( u \notin S_i \) (cf. (3.1)). Our positivity condition for the density and
Lemma 3.2 now provide that \( 0 \notin \Delta f_i(x; u), \) contradicting \( 0 \notin S(x, u). \) We continue
with the case \( W \in L(R^{s+4}, R^s) \) and split \( q \) into a direct sum as in (3.7). Since
\( q \notin \text{im} W^T, \) we have \( q^+ \neq 0 \) and, as stated above, the portion \( q^+ \) can be neglected.
Lemma 3.3 (applied to \( q^+ \)) yields
\[ \ker D \cap (\text{lin}(1))^\perp = \{0\}. \]

Hence, \( S(x, u) \subseteq \{0\} \) for all \( x \in V, u \in R^s, \|u\| = 1. \) By (3.12), this yields \( S(x, u) = \emptyset \) for all \( x \in V, u \in R^s, \|u\| = 1, \) and the assumption of Theorem 3.1 is verified.

For the second part of our assertion we first reduce the proof to “simple recourse”,
i.e., to the case \( H = I \) with \( I \in L(R^s, R^s) \) denoting the identity matrix. Denote \( W_i = (I, -I), \) then \( W = HW_i \) and for any basis matrix \( B_i \) arising in (3.1) we obtain
the representation \( B_i = HB_{i,1} \), where \( B_{i,1} \) is the basis matrix formed by the corresponding columns of \( W_i. \) This yields \( d_i = (H^{-1})^T d_{i,1}, \) where \( d_{i,1} \) again corresponds to
W_j, and for the matrix $D_j$ with columns $d_{i,j}$ ($i = 1, \ldots, l$) we obtain $\ker D_j = \ker D$. For the functions $f_i$ in (3.1) we obtain
\[ f_i(x) = \mu * H(H^{-1}x + \mathcal{K}_{i,j}) \quad \text{where} \quad \mathcal{K}_{i,j} = H^{-1}(\mathcal{K}_i). \]

The transformation formula for densities together with our positivity condition for the density of $\mu$ yield that there is a density of $\mu * H$ satisfying the positivity condition on a neighbourhood of $H^{-1}(V)$. Hence, we may confine ourselves to simple recourse. In a first step, we will show that for each $x \in V$
\[ \mathcal{O} = \mathcal{A}(x, u_j) \quad \text{for all} \ u_j \ \text{in the canonical basis of} \ \mathbb{R}^l, \ \text{implies} \]
\[ (3.13) \quad \mathcal{O} = \mathcal{A}(x, u) \quad \text{for all} \ u \in \mathbb{R}^l, \ ||u|| = 1. \]

Assume that there exists $v \in \mathbb{R}^l$ such that
\[ v \in \mathcal{A}(x, u) \quad \text{for some} \ x \in V, \ u \in \mathbb{R}^l, \ ||u|| = 1. \]

Then $u = \sum_{j=1}^l \lambda_j u_j$ with suitable $\lambda_j \in \mathbb{R}$, and, by property (P1) in [19], $v \in U_{\lambda_j} \mathcal{A}(x, u_j)$. Therefore $v \in \mathcal{A}(x, u_j)$ for some $j = 1, \ldots, s$. In case $\lambda_{j,s} = 0$ this would provide $v = 0$, and $0 \in \mathcal{A}(x, u)$ in contradiction to (3.12). If $\lambda_{j,s} \neq 0$, then $(\lambda_{j,s})^{-1} v \in \mathcal{A}(x, u_j)$ in contradiction to (3.13).

In the remainder, let $u_j$ be the canonical basis vector whose $j$th component equals 1. When investigating $\ker D$ we may confine ourselves to $q \in \ker W \setminus \{0\}$, i.e., we may assume $q^* = q^-$, and the assumption $q^* + q^* > 0$ turns into $q^* > 0$. For simple recourse, the basis matrices $B_i$ in (3.1) are diagonal with nonzero entries in $(-1, 1)$. Furthermore $l = 2^s$, and the cones $\mathcal{K}_i$ in (3.1) are the orthants in $\mathbb{R}^l$. Now there exists a subset $I \subseteq \{1, \ldots, 2^s\}$ with cardinality $2^{s-1}$ such that $u_j \in \mathcal{K}_i$ for all $i \in I$.

Consider $[d_i]_j$, the $j$th components of the vectors $d_i$ ($i = 1, \ldots, l$) which form the matrix $D$. We have
\[ [d_i]_j = [-q^*]_j \quad \text{for} \ i \in I \quad \text{and} \quad [d_i]_j = [q^*]_j \quad \text{for} \ i \not\in I. \]

If there were $v \in \ker D \cap (\text{lin}(1))^s$ we would obtain in light of $[q^*]_j > 0$,
\[ (3.14) \quad \sum_{i \in I} [v]_i = \sum_{i \not\in I} [v]_i = 0. \]

Since $u_j \in \mathcal{K}_i$ for all $i \in I$, we have by our positivity condition for the density and Lemma 3.2 that there exists $c > 0$ such that
\[ \sup\{w : w \in \Delta f_i(x; u_j)\} \leq -c \]
for all $x \in V$ and all $i \in I$. Together with (3.14) this yields $\mathcal{A}(x, u_j) = \mathcal{O}$ for all $x \in V$.

The above theorem raises the question whether already the positivity condition for the density together with $q \in \text{im} W$ will yield us strong convexity of $Q$ for an arbitrary complete-recourse matrix $W$. The following example shows that the answer is negative.

**Example 3.5.** Let
\[ W = \begin{pmatrix} 1 & 0 & -1 & 0 \\ 1 & 1 & 1 & -1 \end{pmatrix} \quad \text{and} \quad 9 = (1, -1, 1, 1)^T. \]
Then (A1) is fulfilled and (A2) holds with \( u = (0, -1)^T \). We choose an arbitrary \( \mu \in \mathcal{P}(\mathbb{R}^2) \) fulfilling (A3)–(A5). Since \( q \in \ker \mathcal{W} \setminus \{0\} \), we have \( q \notin \text{im} \mathcal{W}^T \). One calculates

\[
D = \begin{pmatrix}
-2 & 2 \\
1 & 1 \\
1 & 1 \\
2 & 2
\end{pmatrix},
\]

which yields together with (3.1) and (3.2)

\[
\nabla Q(x) = \begin{pmatrix}
\sum_{i=1}^4 [d_i]_1 \cdot f_i(x) \\
1
\end{pmatrix}.
\]

Hence \( \nabla Q \) is not strongly monotone, and, therefore, \( Q \) is not strongly convex on any convex set \( V \subset \mathbb{R}^4 \) containing elements \( x, \bar{x} \) such that \([x]_2 \neq [\bar{x}]_2\).

Using Theorems 3.1 and 3.4 it is in principal possible to check in Theorem 2.2 whether \( Q_\mu \) satisfies the hypothesis to be strongly convex on an open neighbourhood \( V_\mu \) of (the bounded set) \( A(\psi(\mu)) \). Of course, in general \( A(\psi(\mu)) \) is hardly available and one cannot benefit from restricting considerations to \( V_\mu \). Nevertheless, there are relevant cases where the verification is possible. For instance, if in \( P(\mu) \) the constraint set \( C \) is compact and the density of \( \mu \) is positively bounded below on an open set containing \( A(C) \) or if the density of \( \mu \) is positively bounded below on any compact subset of \( \mathbb{R}^4 \) (as, e.g., for the nondegenerated normal distribution).

**Remark 3.6.** Our analysis on strong convexity of \( Q_\mu \) readily extends to probability measures \( \mu \in \mathcal{P}(\mathbb{R}^2) \) with representation

\[
\mu = \alpha \mu_1 + (1 - \alpha) \mu_2
\]

where \( \alpha \in [0, 1) \), \( \mu_1 \in \mathcal{P}(\mathbb{R}^2) \) is arbitrary and \( \mu_2 \in \mathcal{P}(\mathbb{R}^2) \) fulfills (A3)–(A5) and the hypotheses in Theorem 3.1 and 3.4, respectively. Indeed, we have

\[
Q_\mu = \alpha Q_{\mu_1} + (1 - \alpha) Q_{\mu_2}
\]

which is strongly convex as the sum of the convex function \( \alpha Q_{\mu_1} \) and the strongly convex function \((1 - \alpha)Q_{\mu_2}\).

Let us now discuss assumption (A5). We have

**Proposition 3.7.** (A5) is fulfilled if and only if, for any nonsingular matrix \( B \in L(\mathbb{R}^2, \mathbb{R}^2) \), the distribution function \( F_{\mu \ast B} \) of \( \mu \ast B \) is locally Lipschitzian.

**Proof.** Let \( \mathcal{K} \subset \mathbb{R}^4 \) be a simplicial cone. Then there exists a nonsingular matrix \( B \in L(\mathbb{R}^2, \mathbb{R}^2) \) such that

\[
\mathcal{K} = \{ t \in \mathbb{R}^2 : Bt \geq 0 \}.
\]

Hence, for all \( x \in \mathbb{R}^2 \),

\[
\mu(x + \mathcal{K}) = \mu(\{ t \in \mathbb{R}^2 : -Bt \leq -Bx \})
\]

\[
= (\mu \ast (-B^{-1}))((t \in \mathbb{R}^2 : t \leq -Bx))
\]

\[
= F_{\mu \ast (-B^{-1})}(-Bx).
\]

This verifies the asserted equivalence. \( \square \)
PROPOSITION 3.8. Let \( \mu \in \mathcal{P}(\mathbb{R}^2) \) such that for all one-dimensional marginal distributions of \( \mu \) there exist densities which are locally bounded on \( \mathbb{R} \). Then the distribution function \( F_\mu \) of \( \mu \) is locally Lipschitzian on \( \mathbb{R}^2 \).

PROOF. The assumption implies that all the one-dimensional marginal distribution functions \( F_{\mu,i} \) \((i = 1, \ldots, s)\) are locally Lipschitzian on \( \mathbb{R} \). To have a simpler notation we continue the proof for \( s = 2 \). For higher dimensions, an analogous argument applies. Let \((x_1, x_2), (\bar{x}_1, \bar{x}_2) \in \mathbb{R}^2\),

\[
| F_\mu(x_1, x_2) - F_\mu(\bar{x}_1, \bar{x}_2) |
\leq | F_\mu(x_1, x_2) - F_\mu(\bar{x}_1, x_2) | + | F_\mu(x_1, x_2) - F_\mu(\bar{x}_1, \bar{x}_2) |
\leq \mu \left( \left\{ (\xi_1, \xi_2): \xi_1 \in (\min\{x_1, \bar{x}_1\}, \max\{x_1, \bar{x}_1\}], \xi_2 \leq x_2 \right\} \right)
+ \mu \left( \left\{ (\xi_1, \xi_2): \xi_1 \leq \bar{x}_1, \xi_2 \in (\min\{x_2, \bar{x}_2\}, \max\{x_2, \bar{x}_2\}] \right\} \right)
\leq \mu \left( \left[ \min\{x_1, \bar{x}_1\}, \max\{x_1, \bar{x}_1\}] \times \mathbb{R} \right) \right)
+ \mu \left( \left[ \min\{x_2, \bar{x}_2\}, \max\{x_2, \bar{x}_2\}] \right) \right)
\leq | F_{\mu_1}(x_1) - F_{\mu_1}(\bar{x}_1) | + | F_{\mu_2}(x_2) - F_{\mu_2}(\bar{x}_2) |.

Hence, \( F_\mu \) is locally Lipschitzian. \( \square \)

Combining the "if" part of Proposition 3.7 and Proposition 3.8 one obtains the sufficient condition of Wang for \( Q_\mu \) to have locally Lipschitzian gradient (cf. [30, Theorem 2.8]). It is clear that the local Lipschitz property in (AS) is needed only for those simplicial cones which are determined by the basis matrices arising in representation (3.1). Sometimes this observation can lead to simplifications. For instance, in the case of simple recourse it can be shown that \( \nabla Q \) is locally Lipschitzian if \( \mu \in \mathcal{P}(\mathbb{R}^2) \) has a locally Lipschitzian distribution function.

We mention that in general (local) boundedness of the marginal densities is not implied by (local) boundedness of the density of the distribution itself (cf., e.g., Example 2.5 in [26]). Furthermore, if a distribution function is locally Lipschitzian then this property is in general not preserved under (nonsingular) linear transformations, as can be seen by the following example, which we present without the rather long but straightforward calculation in the background.

EXAMPLE 3.9. Consider \( \mu \in \mathcal{P}(\mathbb{R}^2) \) with the density

\[
\Theta(t_1, t_2) = \begin{cases} 
-2t_2 \log t_1 & \text{if } t_1 \in (0, 1], t_2 \in [0, 1], \\
0 & \text{else},
\end{cases}
\]

and the matrix

\[
B = \frac{1}{\sqrt{2}} \begin{pmatrix} 
1 & 1 \\
-1 & 1
\end{pmatrix}.
\]

Then the one-dimensional marginal distributions of \( \mu \circ B \) have bounded densities.
On the other hand, we have for \((\mu \circ B) \circ B^{-1} = \mu\)

\[
\Theta_t(t_1) = \begin{cases} -\log t_1 & \text{if } t_1 \in (0, 1], \\ 0 & \text{else,} \end{cases}
\]

which is not bounded on neighbourhoods of \(t_1 = 0\).

Finally, we present distributions which satisfy (A5). Following [4], [20], [21] we say that \(\mu \in \mathcal{P}(\mathbb{R}^d)\) belongs to the class \(\mathcal{M}_r (r \in [-\infty, 0])\) if for all \(\lambda \in [0, 1]\) and all Borel subsets \(C_1, C_2\) of \(\mathbb{R}^d\) such that \(\lambda C_1 + (1 - \lambda)C_2\) is Borel,

\[
\mu(\lambda C_1 + (1 - \lambda)C_2) \geq M_r(\mu(C_1), \mu(C_2); \lambda).
\]

Here, we denote by \(M_r(a, b; \lambda)\) the \(r\)th mean of the nonnegative numbers \(a, b\) with weights \(\lambda, 1 - \lambda\), defined as

\[
M_r(a, b; \lambda) := \begin{cases} \min\{a, b\} & \text{if } ab = 0, \\ a^{1/r} \lambda b^{1-\lambda} & \text{if } r = 0, \\ (\lambda a^r + (1 - \lambda) b^r)^{1/r} & \text{if } r \in (-\infty, 0). \end{cases}
\]

Measures belonging to \(\mathcal{M}_r(\mathcal{M}_{-\infty}, \mathcal{M}_0)\) are called "convex of order \(r\)" ("quasi-concave", "logarithmic concave") (see [21]). It is known that \(\mu\) belongs to \(\mathcal{M}_r (r \in [-\infty, 0])\) if \(\mu\) has a density \(\theta_\mu\) and \(\log \theta_\mu\) is concave \((r = 0, [20]), \theta_\mu^{1/(1+r)}\) is convex \((r < 0, [4])\) (see also [5]).

**Proposition 3.10.** Assume that, for some \(r < 0\), \(\mu \in \mathcal{M}_r\), and that the support of \(\mu\) is the whole of \(\mathbb{R}^d\). Then (A5) holds.

**Proof.** First we observe that for each nonsingular \(B \in L(\mathbb{R}^d, \mathbb{R}^d)\) we have \(\mu \circ B \in \mathcal{M}_r\) and sup\(\text{p} \mu \circ B = \mathbb{R}^d\). Hence, it remains to show that for every measure \(\mu \in \mathcal{M}_r\) having the property sup\(\text{p} \mu = \mathbb{R}^d\), its distribution function \(F_\mu\) is locally Lipschitzian. Since \(\mathcal{M}_r \subset \mathcal{M}_r\), for every \(r < 0\), we may assume \(r < 0\). We have that \(F_\mu : \mathbb{R} \rightarrow (-\infty, +\infty)\) is convex. Let \(K \subset \mathbb{R}^d\) be a compact subset, \(L(K)\) be a Lipschitz constant for \(F_\mu\) on \(K\) and \(L_1\) be a Lipschitz constant of the mapping \(\xi \mapsto \xi_1\) on \(F_\mu(K)\). Then we have for all \(z, \bar{z} \in K\)

\[
|F_\mu(z) - F_\mu(\bar{z})| \leq L_1|F_\mu^\prime(z) - F_\mu^\prime(\bar{z})| \leq L_1L(K)||z - \bar{z}||.
\]

Special instances of measures \(\mu \in \mathcal{P}(\mathbb{R}^d)\) satisfying the hypotheses of Proposition 3.10 are the (nondegenerate) multivariate normal distribution and the multivariate \(t\)-distribution (cf. [4, p. 113]).
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